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ABSTRACT
All statistical tests have a p value that is significant when < 0.050. This value was arbitrarily determined by RA Fisher and accepted consensually over time. Since its genesis, this value has been questioned, and nowadays it is under the careful eye of many statisticians. This issue has led to a debate among the scientific community: obtaining p significance was considered as a guarantee that the research project would be an appropriate contrast between the hypothesis and the acceptance, or rejection, of it. The purpose of this paper is to construct a discussion about p significance.
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INTRODUCTION
It was RA Fisher, a British statistician and geneticist, who first proposed p significance formally in 1925 (which was arbitrarily determined and consensually accepted over time), it was published in Statistical Methods for Research Workers. This p significance was not founded on scientific basis, but on the assumption that p was < 0.050. The significance of p received strong criticism from Jerzy Neyman, a Polish Mathematician, since its inception and from the British statistician Egon Person in our time. Stephen Ziliak, an economist with scientific thought, criticizes the statistic tests used in research which frequently are inadequately used. However, there are defenders of «p significance».

P significance is 5%, but it is probably the most misunderstood and misinterpreted index calculated for research in different disciplines of knowledge. In a recent survey to medical residents published by JAMA, 88% of the people surveyed could not interpret correctly p value; it is for this reason that it was considered necessary a careful look at p significance.

METHODOLOGY
In 12 papers and research reports that appeared in Science (December 14th 2014) and in 20 out of 22 papers published in the Journal of Pharmacology and Experimental Therapeutics (December 2012), p values are mentioned when describing experimental results. These values are considered valid even when several of them are at the threshold of their significance in those studies.

Nature of «p significance» in statistic tests
The significance of p is defined as the probability that Ho is true according to the research methodology whose hypothesis is proposed to demonstrate.

One of the objectives of this paper is to clarify the steps that R.A. Fisher described originally: 1. «p significance» is not definite; 2. RA Fisher tried to simplify the procedure of the test to make a judgment on the evidence, and that it would be true; 3. He stated that a set of experiments should be carried out to observe whether the results were consistent with randomness; 4. The researchers must first postulate a Ho that must be rejected, such as the existence of...
correlation, or difference between the two groups being analyzed; 5. The researchers must assume that Ho is in fact true and calculate the observed value with the data obtained, and they have to see how distant it is from a p value previously established and 6. Fisher suggested that if p had a smaller magnitude than the set value, then Ho would be false.

Once the Ho and the Ha had been specified, research should define the level of significance which is usually known as $\alpha < 0.050$. This rejects Ho, that is to say if the p value calculated with the data from the two samples is less than $\alpha$ value previously established, then Ho is rejected. In this step is where the problem of p interpretation resides.

DISCUSSION

The main restriction of p value is that the behavior of the results cannot be visualized simultaneously, in the long or short term (over time), of the treatments whose data will be subjected to statistical tests.

The deductive method is used, in the long term, to obtain these data. If we hypothetically carried out a repetition of the experiment, the results should be consistent with the p value obtained. When designing a new drug, many samples are analyzed for a given pathology, and the results are interpreted in a global fashion.

One of the problems is that the repetition of the drug usage in different samples is not the same; it is assumed that these data would be consistent with the p value found in preliminary studies. Other way to look at the problem is when you do a single experiment (proving Ho); this study is inductive and establishes only one result as evidence, expecting to generalize the obtained result and replicate it in other samples. The latter proposition comes true when pretending to describe, with one short term study, the behavior in the long term of a new drug, which will replace the one in use.

Main criticisms of p value

The main criticisms of p value are:

1) P values is not a usual measurement for inference.
2) There are at least 12 wrong interpretations of p significance.
3) P values do not offer exact evidence of sample differences. P values are affected by the size of the samples; if you increase the size of a sample, p value will change from significant to non-significant.

Other factors that can be observed of p values misinterpretation in research papers are:

a) The smaller the size of the sample, the more likely p values are wrong.
b) The smaller the sample effect size, the less likely the obtained results are truthful. (Size effect analysis).
c) If the preliminary studies are scarce and demonstrative of the studied effect association, it is more likely that the findings will be truthful.
d) The flexibility, design, definitions, favorable events, and analytic methods used in the research may lead us to false results.
e) The more controversial the study (with a larger team of researchers involved), the more likely the findings are false.

Effect size

The effect size, that a researcher hypothesizes to exist between two patients subjected to two different treatments, is a value that can be referred as the heterogeneous difference in the effects of both treatments.

The effect size is the difference that the researcher proposes; whether there is a/or several effects between two treatments in a set of patients with a common pathology. Its importance in the statistical analysis is that with this value (effect size), significance and a pre-established sample size, the researcher is able to calculate the power of its statistical test, that is to say: what probability the result has to reject Ho with the available data if the statistical test has a very small power (usually less than 80%). In order to improve statistical power, the size of the sample has to be increased due to the significance level previously assigned and the effect size proposed. This latter premise is relevant since in most protocols the obtained results when rejecting Ho are not important, because the statistical analysis was carried without an acceptable power. The greater the power in a statistical design, the bigger the likelihood of Ho rejection when Ho is false.

Statistical power depends on:

1. Sample size.
2. The previously determined $\alpha$ significance level; it is usually from 0.050 to 0.01. It is important to
point out that when the effect size is very small (the researchers expect that the investigated drug will not modify the previously established treatment), the sample sizes for the fixed $\alpha$ significance level will be bigger.

Conversely, if one knows that the effect size is big, the sample size is relatively small: 1) $< 0.20$: very small, 2) $0.030-0.050$: small, 3) $0.050-0.70$: medium, 4) $> 0.80$: big. It is common to assign an effect size of 1.0 to 2.0.

Cohen,\textsuperscript{11} the creator of this concept, makes clear that the terms: small, medium, and big have to be interpreted within the concept of the statistical analysis being concreted.

**CONCLUSIONS**

$P$ significance is still valid if the originally proposed procedures by RA Fisher are executed with a strict scientific discipline when obtaining a set of $p$ values.

**Outlook.** An adequate knowledge of the effect size is proposed to be able to raise an appropriate sample size with proper significance level, and statistical power of a correct analysis. It is likely that Bayesian statistics could solve the problem of the different sizes.
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